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About this resource
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These are our aspirations for making the data generated by the HDBI adhere to the FAIR principles.

Datasets should be accompanied by structured metadata which provides the details of who generated the data, how and for what purpose. It should also include a detailed account of the experimental design and how the data files map onto this design. Files should be identified with publicly available unique identifiers with which they can be retrieved from a repository wherever possible. Wherever suitable controlled vocabularies and ontologies exist these should be used to refer to methods, organisms, medical conditions and other such annotations. Any methods used in the generation of data should reference protocol level details and any sources of biological materials be clearly identified so that the data generation process could be readily reproduced with the same materials and processes. Any secondary data which are the product of analyses of primary data should be published with reference to openly licensed code which produced these outputs. The computational environment in which the code was run should also be described ideally in a form which permits its automated reproduction and details exact software versions.


Why to use this Resource



“Ask not what you can do for reproducibility; ask what reproducibility can do for you!”

- Florian Markowetz





Firstly work which takes place as a part of HDBI MUST meet the stipulations for research data provided by our funder, Wellcome. Wellcome’s Policy consists of 6 main points summarized below.








Wellcome Data, software and materials management, and sharing policy summary





	Maximise the availability of research data, software, and materials. At a minimum those underpinning research publications.


	Have a plan for managing and sharing research outputs, especially those which might serve as a general resource of use to the wider academic community.


	Data should be discoverable, shared using persistent identifiers according to the most recent community standards, and in appropriate repositories.


	Users of research data, software and materials should cite those resources and abide by the terms and conditions of any resource used.


	Wellcome recognizes a range of research outputs including: inventions, datasets, software, translation to health applications, and materials, in addition to conventional publications when assessing researchers.


	Successful sharing of research outputs will be considered critical by Wellcome in assessment of end of grant reporting.










Beyond their data management guidelines, It is also worth reviewing Wellcome’s guide on completing an outputs management plan. Anyone applying for further funding from Wellcome might find it helpful to review Chapter 3 - How to store your data of this guide when writing a grant proposal so that they can request suitable funding for research data storage.

This guide aims to help you not only to meet but to exceed Wellcome’s requirements in ways that benefit your research. It is intended to provide the resources needed to make it as simple as possible for HDBI researchers to reach these goals.

A substantial portion of this guide relates to working reproducibly, either directly or indirectly. The best practices for the care and feeding of research data, from choosing the right tools store and organised it to the right time and place to release it are important foundations for reproducible science.








Reasons to work reproducibly




Florian Markowetz outlines why working reprodicibly is a good idea for pragmatic and self-interested reasons beyond high scientific ideals in his excellent short piece: ‘Five selfish reasons to work reproducibly’ (Markowetz 2015 [cito:agreesWith] [cito:discusses]), I will briefly recap/paraphrase these here:


	Idealism

The ability of others to reproduce our work is a foundational idea in the philosophy of science … and whatnot. Inspiring but not always motivating to action in the mundane day-to-day.





	Avoidance of disaster

The easier it is for you and your collaborators to understand and cross-check your work the easier it is for co-authors to spot errors (or even fraud) before you publish them and tarnish your reputation.



Not loosing years of hard work if you loose your laptop because you have things backed up properly - you do have things backed up properly right? 👀.





	An easier time writing papers

You can avoid the laborious error prone process of transcribing numbers and updating figures when you change a data cleaning step and just have it all update automagically at the click of a button. You may even be able to avoid having to manually reformat things to different journal’s persnickety layout requirements.





	Easier for reviewers to see things your way

Conversations with reviews tend to be more constructive when they can actually see what you did and even better if it’s easy for them to understand and poke it themselves to see if they can find anything wrong with it.

It is much easier to avoid talking at cross-purposes when you have a common set of concrete facts. An imprecise description can confuse what you did, code & protocols clarify this.





	Continuity of work

The ability to actually pick-up where you or someone else left off rather than spending months redoing stuff that’s already been done but not adequately documented.



The ability to run old code on a different computer, or use an old protocol in a new lab and still have a good chance of it working. 





	Building A Reputation

People Know your work is in good faith because they can actually see it, even if it’s not perfect at least they know your honest.



People will like working with you and your published data better because it’s easy to use, a good dataset or software package can translate into a lot of citations.



If you publish, data and details of your analysis with every paper that’s two more DOIs than normal and more published artifacts on a CV = CV more better 🤷?









Learning more about the technical and systemic barriers to open and reproducible work as well as the tools and solutions to facilitate the adoption these workflows has been an interest of mine for about the last 8 years1, or more or less since the start of my academic career as a PhD student. This has progressed to the point where that number of years was calculated on the fly from the difference between the current date and the approximate date at which I started my PhD so that it will remain accurate in future revisions. I’m aiming here to codify as many of my learnings as possible and make them accessible to you so that you can do better than I have managed to do so far and avoid some of the pitfalls I’ve encountered along the way. As such it is at present based largely on my experience and influenced by my opinions, if & when this project gets more contributions that may change. A good resource with more contributors that is organised less linearly and covers more domains is RDMkit (Research data management kit) from the ELIXIR-CONVERGE project which aimed to “help standardize life science data management across Europe”.



How to use this resource









Searching this resource




Press k to summon the search box Or click the magnifying glass above the table of content in the top left of the page.

You can share a search by clicking the copy icon in the search dialog.

You can share a link to a section by using the link icon that appears next to section headers when you hover over them.









It should be possible to consume this document out of order referring only to the sections relevant to your problem(s), cross-references will be present when another section provides useful context. Though it does aim to be readable in it’s entirety by a general reader with an academic/technical background.








Collapsed blocks




You will find occasional ‘callout’ blocks like this colored box in the body of the text which are collapsed by default. You can click to expand them and read their contents. Sometimes when I’m delving into technical specifics I’ve hidden these by default so that they are available to anyone who needs them but won’t disrupt the flow for the general reader.







In each section there will be an overview of the topic with links to external sources covering these topics in additional detail. I aim to include text and video resources on each topic to suit different people’s preferences for the media from which they learn best. In addition I will attempt to provide sources which range from basic/quickstart/TLDR introductions to a topic for newcomers to longer form and deeper dive content so that beginners and advanced users all have something of value to refer to in each section. Another type of content I’ll aim include are high level overviews useful both to newcomers before they dive into the details and supervisors/collaborators who just need a high level summary to understand why the specialists they are working with are using these tools/methods and how to talk to them about it.

An example of a similar resource to this book which covers some of the same ground and a number of other areas not addressed here is The Turing Way a collaboratively authored book from The Alan Turing Institute.



How to contribute to this resource



“Online, a book can be a gathering place, a shared space where readers record their reactions and conversations.”

- Jennifer Howard (2012)





The source for this document can be found in the HDBI group on renkulab.io. Input, feedback and suggestions are welcome. Anyone wishing to tell me that I am wrong and/or stupid/ignorant for anything I have written here is warmly invited to do so. As long as it is constructive, ideally with specific suggestions for improvement, and in accordance with the contributor code of conduct. The best way of doing this is to open an issue in the gitlab repository, or for small fixes like typos to directly suggest an edit. Please check existing open issues before opening a new one in case someone else has already spotted the same problem. In the web version of this resource you will see in the top right under the section headings of this chapter an edit () link and a view () link that will take you to the source for the current page if you would like to suggest an edit.

This site has the hypothesis annotation viewer enabled so feel free to add comments and annotations to this site there2. Email me if you’d like an invite to the HDBI hypothesis group.







1. Assuming that I have continued to be interested in this subject since I wrote this, which seems likely at time of writing 🤪.



2. Quickstart: Hypothesis - Web Annotation Tool Overview

Longform: Hypothesis 101 - Social annotation for beginners





1 What Constitutes Data?



“Data, data everywhere, but not a thought to think.”

- John Allen Paulos





It is reasonably common at this point in time in the biological sciences to focus perhaps too much attention on the sharing of large datasets, especially sequencing based datasets. These are important datasets to share, but they are far from all the data that we generate. Indeed they are largely useless if not accompanied by sufficient experimental metadata to contextualize these datasets and make it possible to interrogate them for biological differences.


1.1 A brief overview of sources/types of data


1.1.1 Results Outputs


	Sequencing Data

	e.g. Genomic, RNA-seq, ChIP-seq, ATAC-seq, & their Single Cell variants




	Imaging Data

	e.g. wide field, confocal, Electron Microscopy




	‘Bench’ data

	e.g. gels, blots, various forms of small tabular data of counts & scores




	Numerous others, e.g. Flow cytometry, X-Ray crystallography data





1.1.2 Process Outputs


	Protocols

	Step-by-step procedure to reproduce the experimental work including any relevant details e.g.:

	Biological resources e.g. strains, cell lines, tissue samples

	Volumes, concentrations, container sizes, amounts, temperatures

	Chemicals, Reagents, enzymes, & antibodies

	Equipment/kit, make, model, software versions (where potentially relevant)

	Tutorial, Video, & Training content conveying how a method is carried out in practice including details not readily captured in the written medium.







	Code

	Scripts & software packages

	pipelines, templates, & workflows

	Computational Environments

	Software dependencies and versions




	Approximate computational resources required

	minimum hardware requirements & run times












1.2 Metadata



“Metadata Is a Love Note to the Future”

- unattributed





Meta data is the context needed to: find, use, and interpret data








FAIR data




Robust metadata is essential to making data FAIR.


	Findable1


	Have a globally unique Identifier e.g. a DOI (Digital Object Identifier)


	Be indexed in searchable resources


	Have ‘Rich’ metadata





	Accessible


	Be retrievable using a standard open protocol


	(Some) metadata remains accessible even when the data is not2





	Interoperable


	Use open formally specified languages or formats


	Use vocabularies / ontologies which are themselves FAIR


	Reference other (meta)data





	Re-usable


	Be richly described with relevant attributes


	Have clear usable licences (see: Chapter 8)


	Have detailed provenance


	Meet domain specific community standards













In more concrete terms the sort of information that needs to be present or referenced in a dataset’s metadata to make it most FAIR is:


	Experimental Design/Question/Motivation

	Organisms/Lines/Strains, Reagents etc.

	File format and structure information

	Technical information from Instrumentation

	How the instrument was configured during the data acquisition.

	Its make, model and embedded software versions.




	Researcher Identity

	Human names are not globally unique identifiers and there are plenty of researchers with the same name. If you do not have one already get at ORCID and have it associated with all of your publications.




	The protocols used in its generation

	The code used to analyse it



I used the term ‘Rich’ for succinctness under the description of what makes data findable. ‘Rich’ is unfortunately somewhat vague, this is because ‘richness’ is highly context dependent. The type of data and experiment that you have determines which metadata are essential for its effective FAIRness.


	Which keywords make it most findable? This might be biological, technical or social. You talked to some at a conference who mentioned a cool dataset and you remember their name and the name of the technology they used. Can you find the dataset with “John, Smith” and YASSA-seq (yet another stupid sequencing acronym sequencing)?


	Which biological information about the samples is most needed in a different analyses of the data?


	Which file format is most widely compatible, or has the best features for accessing subsets of large datasets over a network?


	Is the license on the data clearly indicated so that I know I’m legally allowed to re-use it? (see Chapter 8)




All of these details provide additional characteristics which enhance the findability of data by improving your ability to search for it and filter the results. If your metadata is ‘RNA-seq’ then there are millions of results. If it is RNA-seq (PolyA), Mouse <strain>, 12 samples 6 Control, 6 <Homozygous Mutant X>, aged 2 months etc. etc. I can, assuming it is well structured for search tools to parse, actually find out if I can use your data to answer my question. I may even be able to do so using a fairly simple search tool and no manual trawling through hundreds or thousands of hits. On a self-interested note, people can only cite your data if they can actually find it.

The Goal, In short, is full provenance of the results & conclusions leading step-wise from the exact materials and practical steps taken in the experiment, through the complete logic of the analysis steps to the conclusions drawn. In modern science this is long chain but it must be a complete one or it’s not good science because it’s not at least theoretically possible for someone to pick up the description of your work and check your conclusions independently for themselves. I’ve read papers in the modern literature with less useful methods sections that this alchemical description of the preparation of phosphorus written by William Y-Worth in 16923 don’t be one of these people!


1.2.1 Ontologies & Controlled Vocabularies

In philosophy the field of ontology concerns itself with the groups and categories of entities that exist, this often involves much disputation over which of these are basal and which merely comprised of collections of other things.

The practical application of these concepts in knowledge management and computer science is to have shared common definitions of the things that we work on so that we don’t run into the problems of talking about the same things with with different names or using the same name to refer to different things. As well as having standard categories of things so we can refer to groups of things with same names as well as individual entities. These groups can also be useful for analyzing, visualizing and summarizing large collections of entities.

There are ontologies for Genes, proteins, organisms, reagents, methods, technologies, file types, clinical phenotypes and much more which which makes it possible to refer to common entities and importantly makes it possible to perform effective searches of data labeled with ontology terms.

Almost everyone has encountered the problem of searching for all the instances of a word in a document and run into the issue of inexact matches. Consider the problem of finding all the instances of the word “color” in a document what about variants on this word like “colors”, “Color”, and the British English spelling “colour”4. What about conjugations like “colouring” or “coloured” There’s capitalization, plural, conjugation, international spellings etc. We rapidly run in to trying to use ‘fuzzy’ matching to find all the instances we may miss some (false negatives) or match some things that we didn’t intend to e.g. “discoloration” (false positives). These different versions may mean slightly different things and the problem quickly gets messy. Ontologies provide standardized human (NCBI:txid9606) and machine readable names to refer to the same things to avoid the many variants on this sort of matching problem. For each instance of and variant on the word “color” I’ve used here I linked to it’s latest definition in Wiktionary so that is clear that they all refer to the same concept.

Ontologies enable the searching of literature and databases, identifying the links and relationships between entities in literature, databases, data repositories and other places. This facilitates research as it becomes much easier to identify all the different places in different mediums which refer to the same entities letting you find sources and resources relevant to your work and letting computational analysts mine the many sources of data on a subject with much greater ease.

EBI maintains a database and search tool for biological ontologies at the Ontology Lookup Service (OLS). Many biological ontologies are maintained and developed at the Open Biological and Biomedical Ontology Foundry (OBO Foundry) Ontologies are living documents and must be updated and extended as new entities are described and definitions are revised etc. If an entity that you need to talk about in your work does not yet exist in an ontology you should consider contributing it to a suitable one via OBO Foundry.

A source for exploring more general web vocabularies is linked open vocabularies where you can find vocabularies for describing many different things. These vocabularies are generally represented in Web Ontology Language (OWL).

Another fun and relatively simple example of an ontology is CiTO (Shotton 2010, [cito:discusses] [cito:citesAsAuthority]) an ontology for describing the nature of citations. It can represent things like if the author agrees or disagrees with the conclusions of the paper that they are citing, or are using methods or data from the cited source. This was recently adopted in a trial by the the Journal of Cheminformatics(Willighagen 2020, [cito:citesAsAuthority] [cito:agreesWith]). I include these examples inline here but they would typically be represented in the bibliography not in the body of the text, though having them prominently placed in a tooltip when a citation is hovered over might also be informative for the reader.



1.2.2 Metadata models, Schemas, and Standards

I’m quite new to the theory and practice of more formal metadata standards & models contributions and corrections from those with more experience and expertise would be welcome.



I have a dream for the Web [in which computers] become capable of analyzing all the data on the Web – the content, links, and transactions between people and computers. A “Semantic Web”, which makes this possible, has yet to emerge…

- Tim Berners-Lee (1999)





Luckily for many domains someone has already done the work of devising suitable metadata models often based on the principles I’m going to briefly outline below and you can take these ‘off the shelf’ and use them to describe your data. Unfortunately there may be multiple competing standards and formats for metadata in your domain and whilst the standards may exist the tooling to use them is not always very user friendly especially for the non-programmer. Hopefully the following section will aid you in the selection of a good metadata standards to adopt in your own work and provide a starting point if you need to devise one from scratch.

Where you choose to make your data available often determines the minimum accompanying metadata and in what standard or format it is made available. We will detail metadata requirements and guidelines associated with different data publishing venues in Chapter 6Where to publish data. Many offer the option to include additional metadata or supplementary files which could contain metadata in standards other than those directly supported by the data repository but which might be valuable to others re-using your data. E.g. metadata that is not in the readily included in the format supported by the repository about your experimental design that is stored in a file with your data and parsed by your analysis code.

The aspiration of a ‘semantic’ web in which all data on it are meaningfully annotated, interconnected and readily both machine and human interpretable dates back to the same era as some of my earliest memories of using the web in the late 1990s. A little more that 20 Years on and this is still yet to be fully realized, but much work has been done and many people and organisations are still pushing towards this goal.

The artefacts of scholarly publication, be they articles or datasets, are a subset of the artifacts that exist on the internet and may need to refer to and interoperate with things outside confines of the network of scholarly citations. Consequently it makes sense to consider the problem of how to annotate them with structured metadata in the wider context of the ‘semantic web’. Firstly looking at the scope of this larger problem can be an excellent way of feeling better about the magnitude of your own problem space. Secondly, we can take some lessons and concepts from this work to inform our thinking about our particular subset of this wider problem.

The World Wide Web Consortium (W3C) develops standards for the web including the absurdly general problem of developing standards for the ‘semantic web’ or ‘web of data’. Their standards are generally constructed from the same set of primitives. Specifically ‘semantic triples’ the atomic unit of the Resource Description Framework (RDF) data model. A triple takes a Subject-predecate-object form, similar to an Entity-Attribute-Value form. For Example: “Alice Is 27”, “Alice Knows Bob”. Importantly triples can themselves be objects allowing triples to be composed into arbitrarily complex knowledge graphs, e.g. “Bob Knows (Alice is 27)”.

RDF is not a particularly efficient representation in terms of storage or the computational ease with which it can be queried. It can be queried using the SPARQL language but this rapidly gets slow and verbose with higher complexity. The advantage of RDF is that is is essentially fully general, thus it lends itself to the the direct representation of highly unstructured data about which you can make few assumptions and bridging or translating between disparate domains.

Developing an RDF based description of your domain specific data description problem can be a good conceptual tool. Even if it is not a representation that you will use day to day. Creating and RDF representation necessitates thinking about what explicit types of entities and relationships that your domain needs in order to be described. You can likely devise a more efficient representation which can make implicit some of the things that you would have to state explicitly to fully capture your system in RDF.

Whether you start with RDF and devise a simplified representation that makes more assumptions about your system or translate a simpler representation in RDF the ability to translate between RDF and a domain specific representation is useful for interfacing with and being indexed by more domain agnostic tools. Especially if your RDF has overlapping types with schemas from organisations like schema.org or can be readily translated into the Wikidata format. Wikipathways is a good example of a biological sciences project making use of Wikidata.

Founded by a number of large internet search providers schema.org provides a general purpose RDF schema with a set of types and classes of entities and relationships between them. There are also community extensions to the base schema.org schemas such as bioschemas.org.

Conforming to an existing schema, or extension of a schema is a good way to enforce compliance of a metadata description with a standard model of that class of data. As automated tools can be used to check if a representation conforms to a schema. The Shape Constraint Language SHACL is a more recent and rigorous language for describing the constraints on the properties of an RDF representation. Such constraints are useful when you are building tooling around metadata that has to make more assumptions about it’s structure than merely that it is RDF for reasons such as performance and ease of use.

It is often possible or necessary to attempt to translate from a domain specific niche representation often with more details than can be represenented in a more general metadata model to such a more general model. This generally mean using a overlapping subset of features present in both models and some conceptual mapping that can related sufficiently similar categories that exist in both models

When representing metadata json-ld is the new format preferred by many developers for representing linked data as it is very human readable and relatively easy to work with ‘by-hand’ compared to XML-like formats for representing linked data like RDFa.

Including a description of your data in json-ld format in the header of an html document that conforms to the standards of schema.org permits that page to be more effectively indexed and mined by major search engines, aiding the discover-ability of pages marked-up in this fashion.








metadata glossary




For more see the linked data glossary.


	Ontology - A formal description of the things which exist (classes), the relationships between them (properties), and the logical properties by which they can be combined (axioms).


	Schema - A definition of the structure and contents of a data model. Often a description of constraints which would make a given representation of some data a valid instance of a specific data model. i.e. a file could be validated against a schema to check if it is a valid instance of a model.


	Serialization format - A file format for representing a conceptual model. RDF for example is an abstract conceptual model for representing data RDFa, Turtle, and JSON-LD are textual conventions for representing the same semantic information.


	Standard - agreed set of norms often accompanied by formal specifications to facilitate conforming to these norms.


	Data model(ing) - Creating a representation of domain specific knowledge which faithfully represents that knowledge so that is can be formalized into some form of standard representation.


	Controlled Vocabulary - A curated set of terms to describe units of information. Often a standardized word or phrase and unique identifier linked to a description and synonyms. Used taxonomies & ontologies.










The importance of good metadata standards is scale independent from the entire internet to the intimate details of the structure of image file formats which we will touch on when we discuss the OME-NGFF (Next Generation File Formats). If the world of formally structured metadata is a bit much you can start small by just adding some simple key value pairs to some table or entries that accompany your published data like “Species (key): human (NCBI:txid9606) (value)” or

Pragmatically technical and theoretical considerations for what might be considered the best format for your metadata are often trumped by ease of use / good tooling and wide adoption in a particular community. As a general rule It is best to use the community standard and participate in community efforts at reforming, re-factoring, or extending them if they are lacking in some way. Beware the proliferation of standards problem:



[image: Title: How Standards Proliferate. Subtitle: see A/C chargers, character encodings, instant messaging, etc. Panel 1: Situation: There are 14 competing standards. Panel 2: Person 1: 14?! Ridiculous! We need to develop one universal standard that covers everyone's use cases. Person 2: Yeah! Panel3: Soon: Situation: There are 15 competing Standards]

XKCD 927 “Standards”




1.2.2.1 The ISA (Investigation, Study, Assay) metadata model

How can we approach systematically organizing such a complex and heterogeneous collection of metadata? This is an extremely challenging problem which does not have a definitive answer. There are a number of standards, none universal in scope. Systematic machine readable representation of this metadata is however essential to achieving the F in FAIR (Findable) data cannot be properly systematically indexed & searched without structured metadata.








ISA




One schema proposed for the representation of biological experiments is the ISA model (Sansone et al. 2012 [cito:citesAsAuthority]):


	Investigation

	A high level concept linking together related studies




	Study

	Information on the subject under study, it’s characteristics and treatments applied




	Assay

	A test performed on material take from the subject of the assay which produces a qualitative or quantitative measurement













This provides a high level framework for structuring your experimental metadata which is extensible to accommodate a variety of more specialized descriptions within it or referenced by it.









1. A strategy for gauging how find-able your data is: Get a student in your lab or a neighboring one with a passing familiarity with your project to try and retrieve your data from the internet without using your name. Can they do it at all?, how long did it take?, What would have made it easier?, How would you search for your dataset if you were trying to perform an analysis like yours on publicly available data?



2. It’s useful to know that data exists even if it’s not publicly accessible so that you can ask to see it, if you don’t even know it exists you can’t ask.



3. Note that this published method for the preparation of phosphorus was a full 23 years after it was first produced by Hennig Brandt in 1669 - history doesn’t repeat itself but it sure does rhyme.



4. This text defaults to the American English spellings mostly because I was too lazy to change the default spell checker settings.





2 When Should I Generate Data?

After you’ve got a plan for how you are going to analyse it.



“Data is like garbage. You’d better know what you are going to do with it before you collect it.”

- Mark Twain (attribution questionable)





If you will have a specific narrowly and well defined hypothesis to test which you will analyse yourself having a thorough plan before you generate your data may be relatively straightforward. However it is easy to accidentally gloss over some detail in an inexactly formulated analysis plan. I always advise that you produce some dummy data in the format that your experiment will generate. Use this to work through the steps of your analysis in its entirety. This will make it easier to spot any ambiguities or confusions in the planned analysis. In Chapter 4 working with data we discuss some approaches you can take to make this process easier.

Test your analysis with dummy data that supports your hypothesis as well as dummy data that goes against it. If you play around a bit with your simulated data this will give you qualitative impression of the statistical power of your experiment. How strongly would your experimental data need to match your expectations for you to be able to see the results clearly in the statistics? Does this match up with the effect sizes that you saw in any preliminary data? Do you have all the controls/calibrations that you need and are you making best use of them in your analysis? What can you tweak in your design to make it robust if your full dataset turns out more noisy than your test data? In short is your design actually up to the task of answering your question?



“The first principle is that you must not fool yourself and you are the easiest person to fool.”

- Richard P. Feynman





At this stage you should seek feedback on your plans from your colleagues, indeed as we shall discuss in Chapter 5 when to publish data this might be a good time to think about publishing a registered report detailing your hypothesis(es), planned experimental protocols & analysis(es). Getting an outside perspective on your methods and design can be very helpful and lead to major improvements in your experiment. You may also get some bad takes. Even if some or all of the feedback proves of little value merely going through the process of putting your work in a form that others can give feedback on at this stage is remarkably effective at helping you to catch errors in your own formulation of your ideas. The advantage offered by getting someone external to look at your planed project and not just your supervisor or someone else close to it is that you get a ‘red team’ a concept popular in defence, cybersecurity, and other areas where the stakes are high for your models mapping well onto reality. Whilst a culture/system of red-teaming can be cultivated internally people often feel a bit awkward about being brutally honest about a colleagues work, an affliction often mitigated by simple expedience of not being likely to bump into the other person at lunch the next day. The red team concept has been tried in academic contexts but has yet to see wide adoption.

Importantly this planning should take place before you have committed experimental resources to testing your ideas. It is a responsibility of an ethical researcher to ensure that when significant resources are going to be expended on an experiment that its design be sound and as close to optimal as is practically achievable. This is especially true in the context of scarce and valuable experimental resources like donated human tissues.

Why seek feedback at this time? at the grant stage plans are often insufficiently concrete to benefit from benefit from this kind of object level critique and at the publication stage it is too late to change anything really important and you’ve already committed resources. Grant scrutiny is for funders, publication scrutiny is for journals so that they can protect their respective reputations if they attach their names to your work. Red-teaming and registered reports (Section 5.2) are for the researcher they let you make best use of your own resources and demonstrate the integrity of your process.


2.1 When to speak to data analysts



“Further, science is a collaborative effort.”

- John Bardeen





If you are going to be collaborating with a bioinformatician/statistician or other analyst on the analysis of your data you should speak to them before you pick up a pipette to generate your main dataset 1.

Bioinformticians and statisticians frequently receive data to analyse with problems in the experimental design that cannot be properly addressed at the analysis phase. An example common in my experience is that of technical or batch effects perfectly confounded with biological variables of interest to the experimenter. This is often readily resolved by using variants on a split-plot design / appropriate blocking. This can sometimes lead to a more logistically challenging experiment at the bench but often means that you need fewer repeats to robustly observe smaller effects. More importantly fixing confounding issues can allow you to properly separate technical from biological sources of variation something which cannot be fully addressed by attempting to correct for it statistically. It is important to spend the time thinking about these trade-offs during the design process.

A common symptom of this sort of design failure is over-reliance on batch and other effect corrections, it is now commonplace to see batch correction used in various ‘omics’ analyses essentially by design, this is almost always a bad idea. You should not assume that you can successfully correct for something in your analysis, you should especially not assume that you can correct for multiple things in your analysis, and you should really not assume that you can correct for multiple things when you have a small number of samples and are running a large number of tests. You are very unlikely to be able to perform a robust statistical analysis of your data if you have made these assumptions.

These correction methods are tools that should ideally only show up in observational studies or meta-studies combining results from multiple experiments. It should not be a part of the design of a planned experiment unless there is no other recourse. These and similar approaches should not be used in lieu of proper experimental design.



2.2 Exploratory analyses are not exempt from proper planning



“if it’s worth doing, it’s worth doing well”

- proverb





It is one thing to generate a dataset without knowing what it is going to show you, this is to be expected, it is quite another to generate a dataset without even knowing if it will be able to answer any of the questions that you are interested in. A valid reason to generate a dataset is also calibration: what can we see, and how reliably with a given method, in a given system? Calibrating your method, performing exploratory analysis and testing the resulting hypotheses are too often conflated into a single step. You don’t want to end up ‘betting the farm’ on one set of experimental parameters that you hope will be able to answer your question(s) without a high degree of confidence that you will see the effect(s) you are interested in. Large ‘calibration’ experiments can be a public service to a research community as subsequent users of these methods are saved the bulk of the parameter tuning work and can use simple controls to check their implementation lines up with the reference. Such datasets can be expensive and a lot of work but often garner a lot of citations and good will.

People attempt, often due to resource limitations, to answer a biological question with with poorly calibrated methods where the baseline variability is insufficiently characterized and perhaps most common mistake: insufficient statistical power to properly test the question the experimenter wants to answer.

Exploratory and descriptive analyses are perfectly reasonable undertakings as hypothesis generating exercises. It can be helpful to have at least one concrete well defined hypothesis to test with the data you plan to generate. Because of the nature of null hypothesis significance testing an important thing for correctly interpretable statistical results is to draw clean separation between planned analyses testing specific hypotheses and exploratory analyses, we will return to this subject in Chapter 5 When to publish data. It is important to have exacting clarity on what your study is setting out to achieve and what you can reasonably expect to measure with your experimental setup.

If you generate for example an RNA-seq dataset vague goals like: “I’m going to do differential expression analysis & functional enrichment analysis” are not a plan.


	What sort of effects do you want to be able to see?


	Will the design you have planned have the power to see the sorts of effect you are interested in?


	What FDR (False Discovery Rate) is acceptable for want you want to do with your results?




You might treat a large effect size and low p-value on an exploratory analysis that you did not plan as a sort of informal bayesian evidence and modify your qualitative priors as a result. This can inform subsequent experiments but the absolute value of a p-value from such an after the fact test is not meaningful, treating it as such is HARKing (Hypothesizing after the results are known). This is not in and of itself a problem as an approach to thinking up new hypotheses but mis-representing a hypothesis arrived at after the fact as the one originally being tested is.

You can design for this with simulated data and running analysis code before a single cell sees culture medium. Modern bioinformatic analysis & image processing pipelines are long complicated and difficult to comprehend in their entirety. It is a very challenging if not impossible task to intuit what sort of changes in your input data may yield outputs with meaningful effect sizes and degrees of confidence.

One of the best ways to handle this is to design your analysis and feed it dummy / test data, be it simulated or from previous/pre-liminary experiments and see what you can actually reliably detect in the output. This needn’t be the entire pipeline in the case of sequencing results for example it can be a lot easier and more practical to start at the count matrix phase if you are looking for differences in expression/occupancy.

This process is also very useful for being able to properly interpret your results. Play with the knobs on the black box of your complicated analysis and see if you can predict what happens to the dials at the other end, set the dials and see where the knobs had to be to produce that result. Does it pass the high level common sense checks? Does it break, or perhaps more worryingly not break, when you set it to weird edge-case values which often include 0, negative numbers, infinity, or missing values?

This is important for the verifiability of your work (Hinsen 2018 [cito:citesAsAuthority] [cito:agreesWith]). If your work is reproducible but wrong it’s nice that it’ll be a bit easier for someone to figure out why it’s wrong but it will still be wrong. Putting the time into understanding and stressing your analysis process makes it easier to spot conceptual, logical and technical errors in the final analysis. This is hard to do unless you have calibrated your intuitive expectations for how the system will behave when presented with a given input. You can develop the diagnostic tools, such as visualizations and summary statistics, you need to spot sources of error.

When you have a pipeline that you are going to re-use or that is of critical importance it can be useful to construct more formal tests of your analysis pipeline borrowing concepts and sometimes tooling from integration and systems testing in software development and applying some of these practices to your analysis pipeline(s). Good test coverage can be a valuable resource to help you catch mistakes when updating, extending or modifying a pipeline. It’s easy to make inadvertent changes which have unexpected effects especially when re-visiting old projects, tests and checklists can help you avoid this. This needn’t be only in data analysis similar principles apply in the wet lab, refreshing cell-lines and reagents, re-validating mutants etc.







1. You may find that your bioinformaticians and other analysts are surprised and even confused to be consulted at this early a stage in the process. This is likely because they are so used to be presented with the data as a fait acompli that they are not sure how to react when consulted at the proper time. You may need to be patient and encouraging with them in order to convince them that you are actually interested in their thoughts on your experimental design.





3 How To Store Your Data





So that’s what happens when you reach the limit for free cloud storage.



Whenever you are embarking on a research project an important part of the planning process especially in the era of massive multiomics datasets & high resolution n dimensional microscopy is estimating how much data storage you are going to need. Storage can intuitively feel cheap and easy to acquire more of. This is largely because of how much its price has dropped over time in recent decades and the advent of cloud storage solutions. Thus it can be tempting to put off thinking about this problem until confronted with it. Ideally you should think about this problem in reasonable depth at the grant application stage or before and ensure that you have both sufficient funds and a solid plan in place to ensure the integrity, availability and security of your labs research data for the lifetime of a given project and beyond as needed.

Storage Space isn’t everything

Beyond how much space you will need there are other factors that you will need to consider. This includes but is not limited to a strategy for backing up your data & recovering your working state from those backups and performance requirements. Here we will cover various factors that you should consider in your data management planning.


3.1 Estimating capacity

A technique I recommend for estimating how much data you are going to need to store is Fermi Estimation. Those who’ve heard of it know this approach is a lot less intimidating than it sounds, it’s just a loosely structured approach to do back of the envelope calculations to estimate a quantity, here is A short list of nice examples. A tool useful in any number of situations where you need to make an estimate of a an uncertain quantity which might have a number of inputs is Guesstimate. I’d recommend using this to perform your Fermi estimates of how much data storage you are going to need. Doing some basic research to set your priors on file sizes & numbers of files, based on previous datasets from similar methods is often the best way to get started with your Fermi estimate. Here is an example set of estimations in guesstimate for the UCL imaging hub.

Whatever you end up with for your highest probability estimate you should probably add 50-100% more on top of that number, and/or lean towards the >95th percentile of the distribution of your estimated value. This may seem like a lot but but I don’t think I’ve ever met someone who overestimated how much space they would need and regretted it. On the other hand I’ve met many people who undershot and regretted it despite thinking they’d built in enough headroom. We often fail to account for everything, and it’s helpful to have some excess capacity around for performing operations on your data, moving data around etc. Some kind of performance degradation of storage devices is almost inevitable as they approach full capacity, a rule of thumb I use is to try and avoid exceeding >~70% usable capacity of my systems before expanding them.

In order to backup you data properly, in line with the 3-2-1 backup rule you will need access to usable storage capacity 3x that of the total size of your dataset. You should budget for this.

If you cannot immediately afford the data storage that you expect to need by the end of your project it is almost always wise to invest in storage technology which is capable of growing to accommodate your future needs even if you get slightly lower initial capacity. The alternative is convoluted cobbled together combinations of stop-gap storage solutions and/or greater expense in time & money when replacing and migrating from your initial improvised solution. Not to mention that trying to get sensible backups of this hot mess will make your storage admins cry tears of despair, and you don’t want your storage admins to despair you want the to be quietly confident that whatever you did the backups are so rock solid that they can fix it for you.



3.2 Categorizing / Stratifying your data

It is often necessary to prioritize or stratify your data so that appropriate policies can be applied to different datasets. Your raw data for example probably needs the most robust backups in terms of number of different copies and integrity of that data but it may not need to be very regularly updated excepting when new batches of data come in. Working data on the other hand, intermediate often ephemeral steps in analyses which change very regularly might want more frequent backups but may not need as many different backups or to keep them for as long.

As a researcher your priorities are typically to secure, the raw data, how you got from the data to your results and your results themselves. The first two are key and the latter a convenience so you don’t have to re-run your analyses to retrieve them. You have succeeded at reproducible analysis if I can delete all your results and you don’t really care, because getting them back is at worst a minor inconvenience.

Top priority generally goes to your raw data and it’s associated metadata. The metadata is critical as a directory full of raw sequencing data files is useless unless you know to which sample/experimental condition each file belongs. I would advise keeping a structured copy of your experimental metadata at the same location as your raw data even if you have another system to store your metadata for example in a more centralized database. co-locating the two reduces the risk of them becoming decoupled and vital metadata being lost. Defend in depth against data loss.

Next highest priority goes to the code / compute environment which permits you to generate your results from your data & those final results. If your code is under source control e.g. git (Section 4.3.1) this is quite easy to achieve. You can push your code to a remote git server on a platform like github and/or gitlab indeed setting up automated mirroring of git repositories between these platforms is quite simple (Section 3.2.3).

lower priority goes to intermediate compute products which can be re-generated as long as the code and data survive.








RPO/RTO




Some non-technical definitions of two important concepts in planning how to recover from a problem with your data storage:


	Recovery Point Objective (RPO)

	From what point in time do you want to be able to recover?

	If there is an issue can you loose the last Minute/Hour/Day of data without too much of a problem?




	Recovery Time Objective (RTO)

	How long can you go between a problem occurring and you having restored your data storage to working order?

	How long can you spend trying to fix the problem before you have to cut your losses and get back to work?






Think about how these concepts apply to the different categories/strata of data that we considered above.







If your storage technology enables it it is often useful to keep snapshots of your data which you then prune as you get further back in time e.g. hourly snapshots kept for a day, dailies for a week and weeklies for a month etc.

If recovery time was your priority i.e. you need to get everything back up and running as fast as possible and you can afford to loose a little data then you might roll back to the last good snapshot and not spend time cherry-picking files from more recent snapshots to get yourself the most recent good versions of all your files. If recovering from the most recent point in time possible is your priority and you can afford a little downtime while you pick out all the most recent versions of your files then you might do this instead. The important thing is to think through what your priorities are ahead of time and plan your backup and recovery strategies accordingly.








3-2-1 rule




The 3-2-1 rule of backup is generally formulated along the lines of:


	3 Copies of your data

	On 2 different devices / in 2 different formats

	plus 1 off-site copy



It can also be a good idea to use two different mechanisms for your off-site copy and your 2nd local copy. That way if something breaks with one of your approaches and there is an issue with one of your backups the other will not be affected by the same problem.
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4 Working With Data

The challenges of working collaboratively on data and some solutions


4.1 Electronic Lab Notebooks (ELNs)



“rigour, reproducibility and robustness. These remind us of the reason why we became scientists in the first place.”

- Levi Garraway (2017)





Note: The ELN function is also frequently combined with a LIMS (Laboratory information/inventory management system) solution as the two are often closely interrelated. They are however distinct functions and you may wish to pick different tools for these functions.

See also the turing way sub-chapter on ELNs which I have contributed to

ELNs are incredibly useful and massively expand on the utility of a paper lab notebook. Links, images, multimedia, collaboration, search, and sharing, integration with LIMS systems, and much more. It is, however, important when choosing an ELN solution that you do not give up the advantages offered by a paper lab notebook.

There are an immense and baffling array of options in the Electronic Lab Notebook space. Many organisations offer software that purports to solve the problem of electronic lab notebooks. So choosing a suitable solution can be a major headache. The choice of ELN is an incredibly important decision and one that your lab/institution will likely have live with for years or even decades. You are putting the record of your research into the hands of the tool that you choose, and entering into a long-term relationship with the provider of your ELN solution.

Consider the differences between a paper copy of a lab notebook (PLN) and an electronic copy. Consider also which are the properties of a paper copy that it is important that you are able to retain when adopting an electronic alternative.

A paper lab notebook is physically under your control you (or more likely your institution) own it. You can control access to it physically. Your physical possession of this resource means that it would be difficult for anyone to prevent you from accessing it. It would also be difficult for anyone to charge you a fee in order to continue using it. You do not need any specialist tools in order to access it’s contents. You are not dependent on the functioning of any complex systems like computer networks in order to be able to use your paper lab notebook. You do not have to agree to a ‘terms of service’ or ‘end-user license agreement’ with a 3rd party, (the terms of which are likely subject to unilateral alteration by that 3rd party), in order to use and retain access to your lab book.

If the provider of my paper lab books goes out of business it has almost no bearing on my ability to continue doing my work. One paper notebook is much like another, finding a new provider is pretty easy. Changing providers does not impact on my ability to access my past notebooks or to continue operating with the same workflow in my future ones. This is not necessarily true of ELNs. Few active measures are needed to maintain the data in your notebooks, they are vulnerable as they exist in only one copy but as long as they are kept in a cool, dry and dark spot they will likely last decades. Electronic data requires much more active upkeep.

Lab notebooks perform an archival function and proprietary formats are antithetical to this as they assume the institution which can act as a gatekeeper to the use of the proprietary format will outlive the need to archive the material. When choosing an archival format one seeks to maximize the likelihood that one can recover the relevant information from that format. Using a proprietary solution is talking a needless risk with the future of your data. Your data’s fate can become tied to that of the firm, or project within a firm, that develops and operates the software that you use to store your lab notes.

When looking for any piece of software the first question that I ask is: “Is there an Libre / open-source solution to this”, If it is a web app I ask: “Can I host my own fully featured instance, should I need to?”. I also ask: “is there a large community using the project, does it have some institutional backing of some kind?” This might take the form of a company which sells service contracts, or offers paid hosting ideally with feature parity1 with a self-hosted option. Or perhaps a foundation or other non-profit/academic organisation with robust funding.

Open solutions provide me the assurance that If I do the appropriate preparatory work I should be able to access all of my data in it’s native form by running the ELN application in a VM or similar reproducible computational environment in the future should I need to. Even if the tools are no longer maintained and in a state that can be used in production. They can still be used to read the data and interact with it in the same way. The data will also likely be stored in an open format from which it can relatively easily be extracted and ported to a new format.

This recent review (Higgins, Nogiwa-Valdez, and Stevens 2022 [cito:citesAsRecommendedReading] [cito:critiques]) provides a good overview of considerations when adopting an ELN solution. It cover such things a regulatory compliance that I have not touched on here. It does occasionally appear to conflate open-source solutions with self-hosted ones which need not necessarily be the case. This guide on choosing an ELN from Simon Bungers of Labfolder is also worth a read. Some companies will let you host proprietary apps on premises and you can pay for 3rd party hosting and administration of open source applications. This is important as if you don’t have the expertise or internal resources to administer a self-hosted instance of an open-source ELN solution you can still pay a 3rd party to do this for you in which case you get the benefits of professional support and the reassurance of an open solution. You should still take regular local backups of exports from your hosting provider from which you could restore your ELN system with different hosting. This means that you retain the option to change providers as the hosting and support are no longer vertically integrated parts of the software as a service (SaaS) experience for you.








ELN picks




The only ELN/LIMS software solutions that I have so far identified that meet my initial screening criteria are listed here. They are each quite different but have many of the same core features. For example rich text editing in a web browser. The ability to upload files. Sharing and permissions based on roles/groups.


4.1.0.1 eLabFTW


	Laboratory resource scheduling feature for booking things like hoods and microscopes, automatic mol file previews for molecules and proteins & support for free-hand drawing.


	The eLabFTW site and documentation there is also a demo deployment that you can try out


	Self-hosting is relatively simple according to the documentation. There is also a paid support tier which would be recommend for any larger deployment to support the ongoing development of the project.


	Paid cloud hosting is available from the developer in a geographical region suited to your needs, a more expensive tier with hosting in France compliant with additional security and privacy certifications is available.
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5 When To Publish Data

There are varying norms in the academic community about when in the research cycle to publish your data. In the biological sciences today the most prevalent practice in my experience is data release at time of publication. At least for individual research projects. For large consortia producing sequencing data it is more common for data to be released shortly after it is generated as laid out in The Fort Lauderdale Principles which we will be covering and critiquing in section Section 5.1.

There are a number of good reasons to publish data (almost) as soon as it is generated instead of waiting until time of publication that we will cover below.

We will be addressing considerations of privacy & consent in Chapter 7 What Data to Publish.


5.1 The Fort Lauderdale Principles

The Fort Lauderdale principles arose from a meeting of ~40 people organised by the Wellcome trust to discuss pre-publication release of data in the field of genomics. These principles have become the basis for many data release policies in consortia in the biological sciences since. The Fort Lauderdale Report, a 4 page summary of the conclusions of this meeting, was produced approximately 20 years ago at time of writing in January of 2003.

The report lays out the responsibilities of 3 groups: Funders, Producers & Users of data.

Here is a summary of these responsibilities:


	Funders are tasked with ensuring that:

	Project descriptions are published

	Requiring that data be publicly released as a condition of funding

	Encouraging participation in community resource projects

	Providing a centralized index of community resource projects

	Providing centralized repositories for the data




	Resource producers with:

	Publishing a project description

	Producing data of consistently high quality

	Making the data immediately available without restrictions

	Recognize that there may be violations of the norm of not publishing ‘global’ analyses prior to those generated by the data generators




	Resource users with:

	Citing the project description

	Not publishing ‘global’ analyses of the data before its producers do

	Ensuring that these norms are adhered to by the community






These guidelines contain mostly very sound recommendations and have largely served the community very well, indeed data sharing in genomics is ahead of many other domains, imaging for example is only now beginning to catch up. There are, however, some distinctly problematic aspects of these recommendations, and there is much room to continue to improve our best practices.

Specifically the section on the recommendations to ‘resource users’ contains language which could not too uncharitably be interpreted as advising ‘resource users’ to punish those who violate the norm of allowing ‘resource produces’ to be the first to publish ‘global’ analyses of the datasets that they generated. Implying means such as holding up review of publications and/or grants to do so. This is of course totally unacceptable.

One of the issues with this approach to the enforcement of these norms is that more senior researchers can more readily enforce them on Junior researchers than vice versa. Senior researchers are more likely to sit on grant awarding bodies and be requested as reviewers on papers giving them more access to these tools. Junior researchers are hesitant to release data prior to publication for fear that larger and more well resourced groups may be able to analyse their data and shepherd a manuscript through the publication pipeline before they are able to do so. This potentially reduces the ‘novelty’ of their findings as prior work has now been published with their datasets. This need not, and likely rarely is, malicious on the part of other researchers who have simply identified suitable datasets to use in their analyses. Even if in reality this is an infrequent occurrence, concern over the possibility suppresses researchers willingness to share data.

Since the Fort Lauderdale report was authored changes in the technology have meant that many more researchers are producing datasets at a scale which could reasonably be considered a ‘resource’. Whole international consortia in 2003 may have produced less data than some individual PhD projects in 2023. We are almost all ‘resource producers’ now, thus to preserve the practice of pre-publication release of data resources, and the benefits this has for the FAIRness of data and the pace of scientific investigations, we must fix the incentives issues around individual pre-publication data sharing.

I would suggest that 20 years on these principles are in need of a bit of an update to reflect a more constructive attitude to the use of public data. The updated advice that I would recommend is to follow a different workflow which preserves the publication precedence of the ‘resource producers’ without restricting general access to data shortly after its generation. This approach is called registered reports, and they address more problems than just being hesitant to release your data prior to publication for fear of being ‘scooped’1.



5.2 Registered Reports

The centre for open science (COS) describes Registered Reports as “Peer review before results are known to align scientific values and practices”. There are over 300 participating journals where this format is accepted (including for example Nature (“Nature Welcomes Registered Reports” 2023 [cito:citesAsAuthority]), Nature Communications, PLOS Biology & BMC Biology). If a Journal that you would like to publish with does not yet support registered reports I would suggest writing to an editor there and requesting that they consider doing so, maybe get together with some colleagues and write a joint letter.

The workflow for a registered report differs somewhat from the conventional publication process. You effectively write a version of your introduction and methods sections prior to performing your main experimental work, submit this for review and secure an agreement in principle to publish your results irrespective of the outcome of your experiment.

To be clear this does not limit exploratory analysis just makes clear what is planned and what is post-hoc. This Prevents HARKing (Hypothesizing After the Results are Know)





Registered Reports Flow - centre for open science



One of the advantages to in-principle acceptance at stage 1 review is that it allows researchers to list publications much sooner than they could for a conventional manuscript, especially useful for early career researchers in a context where conventional publication can drag out over years.

For a computational analysis the study design phase would ideally include writing your analysis code using mock or example data and submitting running code as a part of the review, as was discussed in section Chapter 2 when to generate data. Once your data has been generated you are then ready to perform your planned analysis almost immediately using reviewed and tested code. Data would ideally be placed into a public repository before you run your main analysis prior to the 2nd review stage. Your data would also ideally be accessed from the repository by your analysis pipeline using it’s globally unique identifier(s). This serves to test the accessible and interoperable components of the FAIRness of your dataset. You don’t know if data is FAIR until you actually try and (re-)use it, if it’s first use follows the same pattern as anyone who might subsequently want to re-use it we have a clear demonstration of how the data can be re-used.



“In a world where research can now circulate rapidly on the Internet, we need to develop new ways to do science in public.”

Saloni Dattani





Protocols you plan to use in your analysis perhaps developed and refined whilst generating some preliminary data can be shared on a protocol sharing platform such as protocols.io or via a tool like the OSF. These can be cited in your registered report, and because such platforms permit versioning if any further refinements are made in the course of the main experiment, can be updated and the new version cited in the final manuscript permitting people to see the revisions.

Whilst not applicable in every context the approach taken by registered reports needn’t apply only to the more narrowly hypothesis driven work, they can apply in contexts where more exploratory questions are being asked. For example if you are carrying out a screen like question looking for genes or pathways that differ between some experimental conditions it is still possible to lay out in advance your analysis plan and criteria for deeming a change of sufficient magnitude or significance. Though the acceptability of this approach may vary depending on the criteria for registration at specific publication venues.

This workflow puts thinking about the analysis and experimental design strictly before data collection. This helps to address common issues faced by data analysts with being consulted too late in the process to address issues in the experimental design, about which I opined in Chapter 2 When To Generate Data.

If you retroactively discover unanticipated problems with your design and think that different analytic methods than you planned may yield results that more accurately reflect the phenonomenon that you are working on, then present these alongside your planned analyses along with your reasoning about the improvements. Your entire analysis need not be constrained by you pre-registered plan. The plan merely servers as an accountability mechanism and as an exercise to ensure that you have thought deeply enough about how you are going to analyse your results before you embark on generating them. This workflow provides a much more robust mechanism against unintentionally preforming experiments that would be obviously bad, unnecessarily expensive and/or wasteful with the benefit of hindsight, something that occurs more often than we’d probably like to admit.

If you are considering doing a registered report I suggest that you refer to the section on the center for open science’s website and this practical guide to navigating registered reports from Anastasia Kiyonaga, Jason M. Scimeca that is summarized in the figure below.



[image: Practical considerations for navigating Registered Reports]

Practical considerations for navigating Registered Reports





5.3 Counterpoints to publication on data generation


5.3.1 Poor Quality data

A point against publishing data immediately on generation is potential quality issues and I would recommend performing basic quality control (QC) analyses before publishing a dataset along with your QC analysis. If your dataset fails QC so badly it’s a total write-off then you shouldn’t bother to publish but marginal samples should generally be included even if you exclude them from your analysis with the QC info that you used to make this call. Alternative methods may make data that fails QC for you still useful for someone else’s question.

Publishing QC information can be valuable data for anyone trying to perform meta-scientific analyses that might inform decision making of future researchers. for example if a particular instrument or preparation technique has a high rate of QC failure this is a consideration that could be important in picking sample numbers in a future experiment.








1. ‘Scooped’ is a term we should excise from the academic lexicon, we are scientists not journalists we are ‘corroborated’ not ‘scooped’.
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6 Where To Publish Data


6.1 Searching for Research data repositories

re3data is a global registry of research data repositories with over 3,000 entries where you can search for an appropriate place to deposit your data (Pampel et al. 2023 [cito:citesAsAuthority]). So if you don’t know of a suitable repository then searching for one that is a good fit for your data in re3data is a good place to start.

FAIRsharing.org is a curated resource of educational material on databases, standards, and policies for data sharing.



6.2 Selected Public Data Repositories & Data Sharing Platforms


6.2.1 Sequencing Data


6.2.1.1 GEO (Gene Expression Omnibus)


	Accepts data from methods which measure some property of genomic features e.g. expression micro-arrays, RNA-seq, ChIP-seq, ATAC-seq but not genomic sequence data.

	GEO submission

GEO has quite a flexible model for metadata you can (and should) include a good deal of additional data along with any sequencing data that you deposit here. They explicitly provide for secondary data (i.e. data derived from your sequencing data) to be included. It is also a good idea, wherever possible, to include the process (or appropriate links to) the process by which you got from the data/metadata to the secondary results. For example in previous submissions to GEO of RNA-seq data that I processed with a standard nf-core I have included the count matrices and some other pipeline outputs as secondary results. I also included command run to kick off the pipeline that generated these results, the design matrix input file needed in addition to the sequencing files and the version of the pipeline that I used. This way someone downloading my data could re-capitulate my results exactly by re-running that same version of the pipeline on my raw data. This also means anyone wanting to use my results can interrogate the code in the nf-core pipeline to see exactly how the analysis was performed.





6.2.1.2 SRA (Sequence Read Archive)


	Store the raw sequencing data underlying GEO, and other data including genomic sequencing data





6.2.1.3 HCA (Human Cell Atlas) data portal


	The Human Cell Atlas project has a data portal


	Much of HDBI’s data is likely to meet the data suitability criteria for the HCA data portal which are summarized in the image below.

[image: **HCA data suitability diagram** Each of the five criteria have the following statuses: **Green**: We are happy to receive your dataset. **Amber**: We are happy to discuss the value of your dataset to the HCA. **Red**: We are not collecting these data at the moment, but we would like to learn more about it.]


	Submitting data to HCA


	To submit your data with the metadata in spreadsheet form check out the spreadsheet guide


	If you prefer code checkout the guide to submitting data programmatically and the metadata standards.


	You can email the HCA data portal’s data wrangling team with any questions: wrangler-team@data.humancellatlas.org





	HCA also has an analysis tools registry for any tools that you produce for analyzing this data and to which you can contribute.






6.2.1.4 GenBank


	Stores whole genome sequencing data and assembled genomes





6.2.1.5 ENA (European Nucleotide Archive)


	Sequencing data






6.2.2 Imaging Data

‘Global Bioimaging’ (Swedlow et al. 2021 [cito:agreesWith] [cito:citesAsAuthority] [cito:citesAsRecommendedReading] [cito:discusses]) is a group founded to: “to disseminate best practices, develop common imaging and data standards that promote data sharing”. They describe a distinction between ‘image data archives/repositories’ and ‘added-value databases (AVDBs)’. The Image Data Resource (IDR) is an added-value database whereas the Bioimage Archive is, as the name suggests, an archive/repository. (see the dedicated sections on these below).

The envisioned workflow for image generation, storage and sharing is outlined at a high level in three steps:


	Local Data Storage (pre-publication)

	Archive/Repository

	Added-value Database



This might for example go:


	a local OMERO instance

	Bioimage Archive

	IDR



Only data with sufficient value to be archived should make it from local data storage into public data repositories. If it is data that underpins a published result then it should be archived. Once in a public archive that data should ideally only be referenced by AVDBs rather than replicated to them to avoid unnecessary duplication. Work is underway at the Bioimage Archive to implement APIs which should make it easier to submit data to the archive directly from a local OMERO instance. This should also make further curation/annotation efforts in the AVDBs like IDR & EMPIAR easier.

When publishing results based on image data their value and the effectiveness of the communication of your results can be increased by following community developed standards such as those described here: (Schmied et al. 2023 [cito:citesAsRecommendedReading]). These recomendations come with simple checklists to follow for publishing images and image analysis workflows.








Image Publication Checklist



















Image Analysis Workflow Publication Checklist












When depositing images in repositories such as the BIA then the REMBI (Recommended Metadata for Biological Images) standard provides excellent guidance for making image data FAIR (Sarkans et al. 2021 [cito:citesAsRecommendedReading]).


6.2.2.1 IDR (Image Data Resource)


	An added value database of high quality well annotated bio-image data of cells and tissues

	Quite extensive manual curation, currently only accepting ‘reference’ collections with high potential for re-use.

	IDR is an instance of OMERO, thus managing your metadata in a local instance of OMERO should make it easier to release result here.
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7 What Data To Publish

Data Sharing policies and privacy protection considerations

In the general case when sharing research data as much detail as possible should be shared to maximize the utility of the data to the scientific community. When dealing with human data however considerations of consent and privacy are paramount.

When considering what data should or should not be deposited publicly you should consult the consent agreements signed by the tissue donors of samples used in your study. When these samples come from a tissue bank you should consult the tissue bank where you should be able to find details of how participants where consented. There will also generally be guidance on what data they are able to share with you as a researcher and which portions of that data should not be made generally available. Many of the tissue samples used by HDBI researchers are from the Human Developmental Biology Resource (HDBR). For additional details on HDBR policy about the sharing of data relating to their sample see the HDBR’s data sharing policy



Data which pertains to technical or biological properties of the sample are generally suitable to be shared. Data about the donor of the sample will generally not be suitable to be shared. This will depend on the specific consent agreements associated with a given sample and should not be assumed.

Data points like sample collection dates can be a problematic, where time between two points in a sample’s history might be relevant e.g. time from collection to processing this is better expressed in relative time rather than absolute dates.


7.1 Additional Ethical & Legal Considerations

Context to be aware of when making data-sharing policy decisions

Where samples have been donated under the condition that any published data be pseudonymised care should be taken to minimize re-identification risk. i.e. the risk that the identify of the donor could be re-associated with the data. One of the challenges in this space is that any genetic data now carries inherent re-identification risk.

Re-identification attacks are generally carried out by joining together disparate pieces of information which are not separately identifying but which when combined can uniquely or probabilistically identify an individual. These attacks can take forms which are difficult to anticipate.

For example cross-referencing a list of names and clinic appointment times with sample collection dates could substantially narrow the field of possible donors of a given sample, potentially even uniquely identifying the donor. This only requires two mappings, name to appointment data and sample to collection date. If genetic information is tied to sample collection date and there are still more than one possible person who could be the donor this could be employed to attempt to narrow down identities further. Genetic data can be used to estimate ancestry and ethnic origin which could probabilistically re-identify someone with a name of characteristic ethnic or geographic origin. Even sequencing data which is not primarily intended for genotyping such as RNA-seq can be used for this purpose. This paper for example performs a comparison of SNP (Single Nucleotide Polymorphism) calling methods using RNA-seq data (Quinn et al. 2013 [cito:citesAsAuthority]).

Unfortunately there are numerous examples of cybercriminals using open source intelligence (OSINT) techniques and leaked medical data to target and exploit victims. Whilst not yet a popular attack vector with cybercriminals tying an individual’s identity to their (or close relatives’) genetic profile(s) is a potential avenue of attack. Related methods have already been used by law enforcement to catch criminals, a topic which has entered the public discourse with prominent science communication content creators like Veritasium covering the subject.

In the EU the sharing of genetic data is governed by the GDPR. This also largely applies to the UK post brexit but attention should to be paid to any divergences of the UK GDPR from the EU GDPR. Genetic data is defined in the EU GDPR by Recital 34 (see also article 4 definition 13) and its processing permitted for specified purposes where the data subject has given consent (see article 7 & article 4 definition 11) for said processing under article 9. The Public Health Genomics Foundation has produced an extensive report on GDPR and genomics data which aids significantly with the interpretation of this legislation in the context of genomic data. Genetic data in particular presents challenges around who the data subject is as your genetic data is also in part your relatives genetic data.

a nice talk giving a practical look at health data anonymisation under GDPR with an example from Prof. Dr. Fabian Prasser of the Berlin Institute of Health.

In the USA GINA (Genetic information non-discrimination act) 2008 & Health Insurance Portability and Accountability Act (HIPAA) 1996 are the primary pieces of legislation governing genomic data sharing. This talk: De-identification Standards: What Works, What Doesn’t, and What Fails Miserably by Bradley Malin of Vanderbilt University provides in interesting compare and contrast of the the EU and US approaches to this question.

Genetic data sharing in the consumer space is currently something of a regulatory ‘wild-west’ with consumers able to ‘consent’ to genetic data sharing practices that might be prohibited or closely scrutinized for public entities though accepting end user licence agreements (EULAs). These agreements are unilaterally modifiable by the entity collecting the data and it is widely accepted that almost no one reads them.

This has implications for research data sharing as databases of direct to consumer genetic testing results can potentially be used in attempts to re-identify data subjects. Secondary genetic analysis platforms which take data generated by direct to consumer genetic test providers and provide additional analysis results are also becoming more prevalent. These include sites with significant repositories of user submitted data often for the purposes of performing genealogical analysis. These developments represent a lowering of the technical barriers to potential abuses of this data for purposes such as re-identification. A fact that is relevant for the interpretation of whether or not data can be considered anonymous under GDPR recital 26.








Additional Data Ethics Resources




HDBI Research Tissues & Ethics page

The Global Alliance for Genomics & Health (GA4GH) an independent, non-governmental, not-for-profit, international association provides a number of toolkits with useful resources for those working with genomic data.


	Genomic Data Toolkit

	Regulatory & Ethics Toolkit

	Data Security Toolkit
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8 How To License Your Data

Optimize for breadth, FAIRness, & ethical re-use



“The world’s most valuable resource is no longer oil, but data”

- Kiran Bhageshpur, the Economist, 2017





If you do not suitably license your work by default others are restricted from re-using it without asking for your permission first. Under most jurisdictions you retain the copyright to your work by default so if you want to permit full re-use you must explicitly allow this, the best way to do this is usually by using an existing open license. Here is how to pick and use one.


8.1 Data

It is fairly common to release research data publicly under the CC-0 ‘public domain’ license in which no rights are reserved by the author and anyone may used the data for any purpose. Alternatively CC-BY can be an option, under this license anyone using the data is obligated to attribute the data to it’s author through e.g. citation in order to be in compliance with the copyright on this work. It is the norm to provide attribution of some kind even for CC-0 licensed data in the scientific community but this is not a legal obligation under the terms of the license, unlike CC-BY. These licences are those recommended in Wellcome’s data guidelines for authors.

It is commonly stated that research data is a public good and should be released with as few restrictions as possible, whilst requiring attribution is an additional restriction it increases the provenance of data by making its source known. Research data is a public good, research data with good metadata and provenance is a still greater good.


8.1.1 Images

Like software; images, figures and diagrams should come with licenses. If an image lacks a license the default is their creator reserves all rights (in most copyright regimes). Thus if you make a figure or diagram people will not be able to use it without exposing themselves to potential copyright claims unless you use a licence which explicitly permits the use of your work by others.

If you are in need of some freely licensed images to use in your own scientific diagrams, illustrations or figures bioicons is an excellent source.








Tip




The creative commons licenses are probably the best choice here. The base creative commons licence has a number of modifiers that can be applied in combination to it.


	BY - by attribution, you must attribute the work to it’s originator in order to reuse it


	SA - Share alike, if you redistribute the work or a derivative of it you must do so under the same licence as the original


	NC - Non-commercial, you may not redistribute the work for commercial purposes


	ND - No derivatives you may redistribute the work but only in unmodified form




For example the most restrictive combination would be CC-BY-SA-NC-ND, this work can only be redistributed if the author is credited, the license used is the same as the original, it is unchanged and it is not for commercial purposes.









[image: Guide to Creative Commons Licenses]

Guide to Creative Commons Licenses



You can use the Creative Commons License Chooser to find a suitable license and/or generate suitable attributions to creative commons content which appropriately link to the original work, and to the license text.

These licenses can apply to any multimedia, audio, video or other digital files that you produce and research products.




8.2 Software


	You should avoid publishing code without any accompanying license as the author reserves all rights by default in most copyright regimes. Consequently anyone using code with no associated licence is opening themselves up to copyright liability.



	Software produced by members of the HDBI should be licensed with a license approved by the Open Source Initiative (OSI), (or the more opinionated Free Software Foundation (FSF)), in accordance with the guidelines from the Wellcome trust.




8.2.1 Quick Primer on choosing a software license

Software licences can be placed into three broad categories, proprietary or copy right, permissive and copy left.


	In proprietary software the source code is not generally available, though some is ‘source available’ (this is not the same as ‘open source’). Thus it’s internal operations are not generally transparent to the end user, a state of affairs problematic for the transparency of the scientific process. Users of proprietary software lease or ‘buy’ permission to use the software under the terms of a license leases are not always paid monetarily, they are often paid in access to user data which can be monetized through services to the software’s customers.

	In permissively licensed software the source code is available and the user is free to do more or less whatever they like with it.

	‘Copy left’ licensed software requires that if you distribute any derivatives of the original software you must publish the source code under the same, or a compatible, license.




8.2.1.1 Recommendations


	Copy left

	GPL v>=3.0 (General Public Licence) [My preferred license for non-network software]

	Use a GPL licence when you want to ensure that your software and any derivatives of it remain freely available to the community and cannot be re-packaged extended and re-sold under proprietary licenses. Paid services are still possible with GPL code e.g. hosting or additional development work under contract.




	AGPL (Affero General Public Licence) [My preferred license for software used over a network]

	AGPL is essentially identical to the GPL with an extra stipulation especially for software that runs on a server that others might use as a service. This licence requires that the source code must be available to anyone using the software over a network.




	LGPL (Lesser General Public Licence)

	The lesser GPL license permits a software library to be used in a proprietary application whilst keeping the library itself copy left









	Permissive

	Apache 2.0 permissive [My preferred permissive License]

	Patent and copyright are distinct areas of law and patents exist on software processes in some jurisdictions thus permissively licensed code for copyright purposes can still be in violation of patents. The Apache license grants a perpetual royalty free license to use any patents held by the licener that are used in the software. This only applies to patents held by the organisation licensing the software and thus cannot protect you from infringing on patents held by 3rd parties.




	‘MIT’ (aka Expat)

	A short simple permissive license covering the software and it’s documentation it permits the use of the software essentially without restriction but with no warranty.









I default to the use of the ‘copy-left’ or ‘share alike’ licenses as I regard these as the most ethical choice in most contexts. There are however reasons why you might not want to use these licenses. They can be an impediment to working with certain commercial partners whose business models make use of proprietary licensing which is not always compatible with copy left / share alike licensing. 3rd parties that offer proprietary commercial software products may avoid using your code if it has a copy left license like the GPL. This might be a problem if you for example you wrote a library that reads a particular type of file and a company wants to use your library to read that file type in a proprietary analysis tool that they sell licenses to. Thus if you are writing tools that you would like companies to be willing to include in software products with paid licenses you may want to opt instead for a permissive licence like the Apache 2.0.








A note on patents.




Patents function somewhat differently to copyright despite the common conflation of these two distinct areas of law under the term IP (intellectual property). Prior disclosure of an invention or process that you wish to patent in any venue including a conference paper or online post can be an impediment to being granted a patent in prominent patent jurisdictions like the USA. Some other jurisdictions have less strict criteria for prior disclosure. This is in contrast to copyright where default presumption is that all rights are retained by the author. Patenting is an affirmative process there are generally fees associated with asserting a patent and they are subject to approval by the patent office in your jurisdiction. Not all jurisdictions have a concept of software patents as exists in the USA under the rubric of business method patents. If you are working on something that you are interested in patenting you should not publish anything revealing its patent-able aspects.

I would advise reviewing Wellcome’s guide on ‘intellectual property’ for relevant guidance from HDBI’s funder.














A note on Contributor License Agreements (CLAs).




CLAs are agreements made by contributors to a open source software project. They cede the copyright claim of contributors on the code that they write to the organisation that is the steward of the project. Alternatively they may more narrowly provide for an agreement to permit the dual-licencing of code over which the original author retains copyright. This can facilitate the organisation’s ability to dual-license the code for commercial purposes. It also makes it easier for them to take a code base closed source and make future development proprietary as they not longer need the consent of all contributors to make changes to the licensing but can act unilaterally.











8.3 Retaining Rights

Prior to the submission of a work for publication authors should apply a suitable license such as a CC BY license to the work. This permits the retention of the rights by the authors to that work so that ‘author accepted manuscript’ can be freely redistributed by the authors under the terms of this license. For example to update pre-prints to match the ‘version of record’ including changes during peer-review. Taking this approach permits works to be released immediately, not following a potentially lengthy embargo period, as is now required by many funders.

This text, or similar, should be included in submitted manuscripts and alluded to in submission cover letters:

For the purpose of open access, the author(s) has(have) applied a Creative Commons Attribution (CC BY) licence to any Author’s Accepted Manuscript version arising from this submission.

To find out more about rights retention see the Plan S Rights Retention Strategy and Rights retention: A Primer from UKRN








Disclaimer




I am not a lawyer this is not legal advice. If you have any questions about how any of these consideration apply to your work please consult with a suitable professional legal expert.*









8.4 Resources


	For a deeper dive into licensing checkout the chapter in the turing way on licensing.

	Creative Commons License Chooser

	Freely licensed images to use in your own scientific diagrams, illustrations or figures bioicons.

	The REUSE initiative started by the free software foundation europe (FSFe) provides some useful tooling to ensure that licences of your code are clearly denoted. This is more useful in larger project that also ships code with other licences but is a useful reference for practical licencing best practices.



A Short video guide to software licences
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9 How To Manage References

Use Zotero


9.1 Zotero

Why Zotero? There are a number of other reference managers available perhaps the most popular is Mendeley so why am I recommending Zotero? A number of years ago Mendeley might have been a better choice than Zotero in terms of features, this gap has now largely closed with Zotero providing superior features in a number of areas. The primary area of disparity where Mendeley is still ahead is mobile app support. Predictably Mendeley’s development stagnated after an initial bump in activity arising from the cash infusion following its acquisition in 2013 by Elsivier. It has become increasing closed and as of 2018 prevents complete export of user data by encrypting its local database.

A reference management system is something that you will ideally have with you for your entire academic career. Building a comprehensive personal database of references and personal notes/annotations represents a massive investment of time and energy. Longevity, openness and interoperability are therefore features that should be prioritized in selecting a reference manager. If a particular tool ceases to exist you want to be able to migrate your library to new ones as easily and completely as possible. It is also advantageous to have a library which readily interoperates with additional tools for exploring analyzing and processing that library. Zotero being an open source software project it is much more likely to have and retain these characteristics than any proprietary solution which are incentivised to lock-in users to their platform by reducing data portability.


9.1.1 RSS feeds in Zotero

Really Simple Syndication

One of my favorite features of Zotero for keeping up to date with the latest developments in the literature is the RSS feed reader.

You can import a new RSS feed by clicking: New Library (Icon, top left) > New Feed > From URL

Some of the best ways to populate your feed with interesting papers/manuscripts are:


	Creating RSS feeds from NCBI/PubMed searches is trivially easy

Define any custom search you want with PubMed’s advanced search tool and simply click the ‘Create RSS’ link under the search box. Any new results for these search terms will now appear in this feed.





PubMed RSS




	BioRχivBioR \chi iv’s RSS feeds are useful for staying ahead of the curve.


	Most blogs have or can be adapted to an RSS feed so if you have a favorite academic blogger you can get their latest posts directly in Zotero


	Are you a compulsive follower of academic twitter? Get your favorite follows’ feeds directly in your reference manager with fetchrss to more quickly import their recommended reading. If Elon’s completely trashed twitter by the time you’re reading this every mastadon account is also an RSS feed by default so you come join us in the fediverse genomic.social, scholar.social and fediscience.org are instances with an academic bent and an alternative platform governance model (W. Gehl and Zulli 2022 [cito:citesAsRecommendedReading]). You can find me @RichardJActon@fosstodon.org.






9.1.2 Zotero Web

Zotero has a web-client through which references can be accessed, shared and synchronized between devices. There is a cap to the amount of data you can store on their servers for free, after this you can either pay a subscription for more storage or host your own synchronization server (though this is not easy).

The web-client is the way I would recommend using Zotero on mobile. You can pin the app to your phone’s home screen using the Firefox mobile browser by tapping install in the menu once you have navigated to the page for the Zotero web app. Depending on your mobile platform you may be able to install Zotero Web as as progressive web app with other browsers.

You can create groups in Zotero Web to share references with others I recommend that labs maintain Zotero groups with reference collections for:


	The labs own publications

	A curated list of recommended reading for new lab members

	The papers from any Journal Club sessions that lab holds



Checkout the Zotero library of HDBI publications, if yours are not there email me and I’ll get them added as long as they acknowledge the HDBI Wellcome grant (ref: 215116/Z/18/Z).



9.1.3 Extensions & Integrations

Zotero has an ecosystem of plugins which extend its functionality.

Zotero integrates with Microsoft Word, LibreOffice, OnlyOffice, and Google Docs as well as RStudio’s Visual document editor mode.

If you are a user of note taking applications such as LogSeq or Obsidian Zotero has nice integrations with many of these as well.

To enable native Zotero RStudio Integration generate and API key from the Zotero web interface. (I recommend that you store it securely in your bitwarden vault as custom hidden field associated with your Zotero web login credentials.)

Settings > Feeds/API > Create new private key





Create Zotero API Key



You can enter this API key in RStudio at Tools > Global Options > Rmarkdown > Citations.





Enter Zotero API Key in RStudio










Zotero Learning Resources





	Video (quickstart) Zotero for Beginners: A guided walkthrough

	Video (longform) This is a playlist of an extended Zotero Course Mastering Zotero

	Video (shortform) Using Zotero Groups for collaborative projects Zotero Tutorial: Group Collaboration like the one I setup for HDBI papers.

	Text (documentation) Official Zotero Documentation












9.2 Personal Knowledge Management



“[W]e are all chimeras, theorized and fabricated hybrids of machine and organism; in short, we are cyborgs.”

- Donna Haraway (1991)





Bullet Journaling, Notes, Task Management, Exobrains, Zettelkasten, spaced repetiton & productivity

For things that don’t fall under the umbrella of bibliographies or lab notes you may need a different approach and set of tools to their electronic organisation. Personal Knowledge Management can be a serious rabbit hole of exploring all the many and varied tools and organisational philosopies that exist out there. Whatever approach you choose to take to this I would advise: “keep it simple or you won’t keep it up”.

It can be incredibly useful to have an dedicated electronic notes tool to keep track of notes, thoughts ideas, sources less formal bibliographic references, tasks and the relationships between them. One of the biggest value adds over paper is keyword search. Remember a seminar you attended three years ago on topic X or by person Y? just search for it/them and bang! you’ve got your notes from that session. Another useful feature in many modern note taking apps can be representations of relationships between notes as graphs so that you can explore related notes containing related concepts.

When it comes to choosing a personal notes tools the same advice that I offered for selecting an ELN in Section 4.1 and a reference manager in Chapter 9 largely holds true.








General Note Taking with simple task management apps





9.2.0.1 Open Source Options


9.2.0.1.1 Personal favorites

logseq


	Simple text notes in markdown/emacs org-mode like syntax


	Strong Daily log feature


	Graph of note relationships


	Extensions / plugins system


	Zotero Integration


	Spaced repetition / flashcards tool with anki integration


	Optional syncing with git or basic file sync through tools like (Syncthing, Nextcloud, dropbox, Google drive)




Trilium


	Simple text based notes in markdown with full support for extensions like LaTeXLaTeX Maths and mermaid diagrams


	freehand drawing with canvas notes


	Very Feature Rich


	Highly extensible / hackable / customisable with scripting


	Graph of note relationships


	Split view for looking at multiple notes


	Optional syncing through a server, self-hosted or paid hosting available


	Built-in encryption option






9.2.0.1.2 Others

zettlr


	Simple markdown based notes


	Zotero Integration


	Specific support for Zettelkasten style information organisation


	pandoc based document export to pdf and other formats




Joplin


	Dead simple markdown based notes, & tasks


	Well established and Reliable


	Many solid syncing options


	Built-in encryption option


	Good mobile app support


	Browser plugins to capture web content




Focalboard


	Simple text based notes in markdown like syntax


	Nice to those who like the kanban style of task management


	Features very similar to a minimal version of Notion


	Tabular data view


	optional sync, focal board has a paid hosted option






9.2.0.1.3 Up & coming

AFFiNE has some cool UI innovations but is still in Alpha

appflowy Similar to Focalboard / Notion




9.2.0.2 Some popular proprietary r emo::ji("disappointed") solutions

Obsidian


	Simple text notes in markdown (paid closed-source servers but open notes file format)


	Graph of note relationships




Notion


	General markdown like text notes


	Tabular data view


	More team focused features











For the sake of brevity I’m not going to delve into separate todo/task management solutions independent of tools whose primary function is note taking for now.

Your notes and/or task management tool, your password vault, your electronic lab notebook and your potentially your Renku projects come together to form an external extension of mind an exobrain if you will, a prosthetic that extends your information management, integration & recall capabilities.
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HDBI Logos, Links, & Communities

HDBI website


Logos

HDBI Logo (png) 1,024 x 1,027
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HDBI Logo (svg)



[image: HDBI Logo (svg)]

HDBI Logo



HDBI Data Logo (svg)
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HDBI Logo With Text (svg)
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HDBI Logo With Text
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Badges


HDBI Website
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@ Power analyses and sample size
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Exhaustively describe inclusion criteria that will be
applied before collecting any critical data

« What conditions must participants meet to be enrolled? What
ciiteria will preclude a participant from enrolling?

* Include standard criteria (e.g. safety) along with specific
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« Ifrequired sample size is impractical, or no comparable
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